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motivation

• Use gauge/gravity duality to study, far-from-equilibrium 
strongly interacting dynamics

• Go beyond near-equilibrium dynamics (linear response, 
probe approximation)

• Honestly solve dynamics of interesting initial states
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relativistic heavy ion collisions
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Relevant dynamics:
Very early: partonic, perturbative (?)

Plasma phase: strongly coupled
Evidence: screening lengths, viscosity, ...

Many questions:
How fast do produced partons isotropize?

When/where is hydrodynamics valid?

Signatures of strongly coupled dynamics?

No fully controlled theoretical methods.



relativistic heavy ion collisions
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Idealize:
SU(3) gauge field + quarks  ➡  
SU(Nc) gauge field + adjoint matter 

strongly coupled QCD  ➡       
strongly coupled N=4 SYM

# colors: Nc = 3 ➡ Nc = ∞
‘t Hooft coupling: λ ≈ 1 ➡ λ »≫1

Use holographic methods to study 
non-equilibrium, strongly coupled 
non-Abelian plasma dynamics



gauge/gravity duality
• a.k.a. “AdS/CFT duality,” “gauge/string duality,” “holography”

• Some non-Abelian gauge theories have exact reformulation as 
higher dimensional gravitational (or string) theories.

Simplest case: maximally supersymmetric SU(Nc) Yang-Mills (N=4 SYM)                
= string theory on AdS5 × S5.  More complicated generalizations for less 
supersymmetric, non-conformal theories.

• Strong coupling (and large Nc) limit of quantum field theory 
given by classical dynamics in dual gravitational description.

• Holographic description gives geometric                 
representation of renormalization flow:
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2 Preliminary holographic notions 3

versus ‘mesonic’ phases. The precise meaning of these terms will be made
clear in what follows.

2 Preliminary holographic notions

There exist certain quantum field theories in which the locality of the renor-
malisation group (RG) flow can be (usefully) geometrically realised. This is a
feature of the holographic correspondence that will be central to our discus-
sion. The basic idea is to append an extra spatial dimension to the spacetime
of the quantum field theory. This extra dimension will correspond to the RG
scale as illustrated in figure 1 below. In contrast to the fixed ‘boundary’ field
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Figure 1 The extra radial dimension in holography corresponds to the
renormalisation group scale. Processes in the interior determine long dis-
tance physics, the IR, of the dual field theory while processes near the
boundary control the short distance, or UV, physics.

theory spacetime, the ‘bulk’ spacetime with an extra dimension will be dy-
namical. The boundary conditions set at infinity in the bulk correspond to
the UV values of couplings in the field theory. Solving the gravitational equa-
tions of motion is dual to following the RG flow down in energy scales. A
modern presentation of the holographic renormalisation group may be found
in [4, 5]. For our purposes we will only need the mental picture of figure 1 as
a way of organising our thoughts about asymptotically AdS spacetimes. The
asymptotic spacetime describes the UV of the quantum field theory while
the interior of the spacetime describes the IR.
At this point we can understand why AdS spacetime plays a privileged role

in discussions of holography. The simplest quantum field theories are those
that exhibit no RG flow at all, i.e. that are scale invariant. AdS spacetime is
the geometrisation of this invariance for a relativistic quantum field theory.

spacetime 
boundary



holography: features

• strongly coupled, large N QFT = classical (super)gravity 
in higher dimension

• valid description on all scales

• gravitational fluctuations: 1/N2 suppressed

• QFT state ⬌ asymptotically AdS geometry

• O(N2) entropy ⬌ gravitational (black brane) horizon

• thermalization ⬌ gravitational infall, horizon formation & 
equilibration
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• Equilibrium properties of strongly 
coupled theories:
static geometries ⇔ equilibrium states of QFT
AdS5 black hole ⇔ non-Abelian plasma

• Near-equilibrium dynamics:
small fluctuations ⇒ linear response, spectral 
densities, transport coefficients, quasi-normal 
modes, photoemission, probe dynamics

• Far-from-equilibrium dynamics:
gravitational initial value problems
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Figure 2: Phase diagram of our model gauge theory with m

2 = �6, R = 2/5. Region
in dashed box is expanded in next figure.
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Figure 3: Phase diagram of our model gauge theory with m

2 = �6, R = 2/5. The
dashed curve represents the phase boundary in theory without a scalar field.
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far-from-equilibrium dynamics
• heavy-ion collisions:

• homogeneous isotropization

• boost invariant flow

• colliding planar shocks

• colliding “nuclei”

• turbulence:

• 2D normal fluids

• 2D superfluids

• other stuff:

• dynamical quenches

• black hole formation/ring-down
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this talk
• Methods

• Colliding shocks

• dependence on shock width?

• surviving remnants of initial shocks?

• approximate boost invariance?

• finite size “nuclei”?

• Homogeneous equilibration

• sensitivity to charge density or magnetic field?

• degree of non-linearity?

• 2D turbulence

• normal fluids

• superfluids
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methods
• Characteristic formulation

• coordinates adapted to infalling null geodesics

• fix residual diffeomorphisms: planar apparent horizon

• Einstein equations: nested linear radial ODEs

• discretize using pseudo-spectral derivatives

• low-pass filtering: alleviate aliasing, spectral blocking

• domain decomposition

• Fast, accurate, stable evolution achievable
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• Use time-dependent external fields:

• Do scattering experiment:

• Choose geometry on initial (null) surface

initial data: choices
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colliding planar shocks

• energy density localized on infinite planar sheets

• caricature of large, Lorentz-contracted nuclei

• questions:

• domain of validity of hydrodynamic approximation?

• dependence on longitudinal profile?

• surviving remnants?

• approximate boost invariance?
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• 2D translation invariance ➡ 2+1D PDEs

• Initial conditions: superposition of counter-propagating planar shocks

• Single shock, arbitrary longitudinal profile: known solution:

• Choose Gaussian profile with width w, surface energy density µ3:

• Results depend on dimensionless width parameter wµ

colliding planar shocks
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Note that h⇤ is a directional derivative along infalling ra-
dial null geodesics, d+h is a derivative along outgoing
radial null geodesics, and d3h is a derivative in the lon-
gitudinal direction orthogonal to both radial geodesics.

Near the boundary, Einstein’s equations may be solved
with a power series in r. Solutions with flat Minkowski
boundary geometry have the form

A = r2
�
1 +

2⇥

r
+

⇥2�2⌥v⇥

r2
+

a4

r4
+ O(r�5)

⇥
, (4a)

F = ⌥z⇥ +
f2

r2
+ O(r�3) . (4b)

B =
b4

r4
+ O(r�5) , (4c)

� = r + ⇥ + O(r�7) , (4d)

The coe⇧cient ⇥ is a gauge dependent parameter which
encodes the residual di⇥eomorphism invariance of the
metric. The coe⇧cients a4, b4 and f2 are sensitive to
the entire bulk geometry, but must satisfy

⌥va4 = � 4
3 ⌥zf2 , ⌥vf2 = �⌥z( 1

4a4 + 2b4) . (5)

These coe⇧cients contain the information which, under
the holographic mapping of gauge/gravity duality, de-
termines the field theory stress-energy tensor Tµ⇥ [13].
Defining E ⌅ 2⇤2

N2
c

T 00, P⌅ ⌅ 2⇤2

N2
c

T⌅⌅, S ⌅ 2⇤2

N2
c

T 0z, and

P⇧ ⌅ 2⇤2

N2
c

T zz, one finds

E = � 3
4a4 , P⌅ = � 1

4a4 + b4 , (6a)

S = �f2 , P⇧ = � 1
4a4 � 2b4 . (6b)

Eqs. (5) and (6) imply ⌥µTµ⇥ = 0 and Tµ
µ = 0.

Numerics overview.— Our equations (2) have a natu-
ral nested linear structure which is extremely helpful in
solving for the fields and their time derivatives on each
v = const. null slice. Given B, Eq. (2a) may be inte-
grated in r to find �. With B and � known, Eq. (2b)
may be integrated to find F . With B, � and F known,
Eq. (2d) may be integrated to find d+�. With B, �, F
and d+� known, Eq. (2e) may be integrated to find d+B.
Last, with B, �, F , d+� and d+B known, Eq. (2c) may
be integrated to find A. At this point, one can compute
the field velocity ⌥vB = d+B � 1

2AB⇤, evolve B forward
in time to the next time step, and repeat the process.

In this scheme, each nested equation is a linear ODE
for the field being determined, and may be integrated in
r at fixed v and z. The requisite radial boundary condi-
tions follow from the asymptotic expansions (4). Con-
sequently, the initial data required to solve Einstein’s
equations consist of the function B plus the expansion
coe⇧cients a4 and f2 — all specified at some constant v
— and the gauge parameter ⇥ specified at all times. Val-
ues of a4 and f2 on future time slices, needed as boundary
conditions for the radial equations, are determined by in-
tegrating the continuity relations (5) forward in time.

Eqs. (2f) and (2g) are only needed when deriving
the series expansions (4) and the continuity conditions
(5). In this scheme, they are e⇥ectively implemented as
boundary conditions. Indeed, the Bianchi identities im-
ply that Eqs. (2f) and (2g) are boundary constraints; if
they hold at one value of r then the other Einstein equa-
tions guarantee that they hold at all values of r.

An important practical matter is fixing the computa-
tional domain in r. If an event horizon exists, then one
may excise the geometry inside the horizon, as this re-
gion is causally disconnected from the outside geometry.
Moreover, one must excise the geometry to avoid singu-
larities behind the horizon [14]. To perform the excision,
we identify the location of an apparent horizon (an outer-
most marginally trapped surface) which, if it exists, must
lie inside an event horizon [15]. For the initial conditions
discussed in the next section, the apparent horizon al-
ways exists — even before the collision — and has the
topology of a plane. Hence, one may fix the residual dif-
feomorphism invariance by requiring the apparent hori-
zon position to lie at a fixed radial position, r = 1. The
defining conditions for the apparent horizon then imply
that fields at r = 1 must satisfy

0 = 3�2 d+�� ⌥z(F � e2B) + 3
2F 2 �⇤e2B , (7)

which is implemented as a boundary condition to deter-
mine ⇥ and its evolution. Horizon excision is performed
by restricting the computational domain to r ⌃ [1,⇧].

Another issue is the presence of a singular point at
r =⇧ in the equations (2). To handle this, we discretize
Einstein’s equations using pseudospectral methods [16].
We represent the radial dependence of all functions as a
series in Chebyshev polynomials and the z-dependence
as a Fourier series, so the z-direction is periodically com-
pactified. With these basis functions, the computational
domain may extend all the way to r =⇧, where bound-
ary conditions can be directly imposed.

Initial data.— We want our initial data to describe two
well-separated planar shocks, with finite thickness and
energy density, moving toward each other. In Fe⇥erman-
Graham coordinates, an analytic solution describing a
single planar shock moving in the ⇤z direction may be
easily found and reads [11],

ds2 = r2[�dx+dx� + dx

2
⌅] +

1
r2

[dr2 + h(x±) dx2
±] , (8)

with x± ⌅ t ± z, and h an arbitrary function which we
choose to be a Gaussian with width w and amplitude µ3,

h(x±) ⌅ µ3 (2⇤w2)�1/2 e�
1
2 x2
±/w2

. (9)

The energy per unit area of the shock is µ3(N2
c /2⇤2). If

the shock profile h has compact support, then a super-
position of right and left moving shocks solves Einstein’s
equations at early times when the incoming shocks have
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Janik & Peschanski

kĝijk = diag(eB , eB , e�2B)

ds

2 = ⌃(X)2 ĝij(X) dxi
dx

j + 2dt
⇥
dr �A(X) dt� Fi(X) dxi

⇤

X = (t, z, r)



initial data

• transformation to infalling 
coordinates:

• must solve coupled 1+1D 
PDEs

• shocks extend “forward” 
deep in bulk

• apparent horizon exists 
regardless of separation
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Figure 5. Plots of b+ (left) and �+ (right) for a single narrow shock of width w = 0.075 moving in
the +z direction. The choice of gauge parameter �+ is such that u = 1 corresponds with Fe↵erman-
Graham coordinate ⇢̃ = 8. On the boundary, u = 0, the shock is centered at z = 0 at the time
shown, t = 0. However, in Eddington-Finkelstein coordinates the shock increasingly extends into the
+z direction as one goes deeper into the bulk. This also manifests itself in the gauge parameter �,
which di↵ers significantly from its background value in front of the shock. In regions where b+ = 0
the geometry is that of AdS5.

We employ domain decomposition in both the radial and longitudinal (t�z) directions

when solving eqs. (4.22) and (4.23). We use 20 Chebyshev polynomials in each subdomain

in both directions. We employ 350 subdomains in the t�z direction and 35 subdomains in

the u direction, and solve the equations in the interval �18  t�z  18. Using domain de-

composition in each direction is advantageous for several reasons. First, as mentioned above,

the coordinate transformation can become badly behaved deep in the bulk. As discussed in

sec. 3.15, if the convergence of the spectral series very deep in the bulk becomes poor, the

use of domain decomposition serves to reduce the influence of such poor convergence on fields

closer to the boundary. Second, the use of domain decomposition — with relatively few points

in each subdomain — allows the function b
+

[defined in eq. (4.20b)], and its near-boundary

asymptotics, to be determined numerically with very good and controllable accuracy. In

particular, the use of domain decomposition allows finely spaced grid points to be used for

rapidly varying functions, thereby enabling good spectral convergence, while simultaneously

avoiding the significant round-o↵ error that can occur when employing a single global domain

with a very large number of grid points.

Fig. 5 plots the resulting functions b
+

and �
+

, at time t = 0, for a single narrow shock

moving in the +z direction. One sees that b
+

is non-zero for positive values of z (well beyond

the width of the shock) deep in the bulk. Likewise, the gauge function �
+

di↵ers significantly

from its background value far in front of the shock. This behavior is an unavoidable con-

sequence of our use of infalling Eddington-Finkelstein coordinates, combined with the fact

that, in Fe↵erman-Graham coordinates, the perturbation to the geometry due to the shock
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Figure 6. Plots of the anisotropy function b (left) and gauge parameter � (right) for two incoming
narrow shocks of width w = 0.075. The choice of gauge parameter � is such that the apparent horizon
lies at u = 1. In the dark red region where b di↵ers negligibly from zero, the geometry is that of AdS5.

where ✓(z) is a regularized step function,

✓(z) =
1

2



1 � erf

✓

� zp
2w

◆�

. (4.32)

With this choice, provided |t
0

| � w, the function � di↵ers negligibly from �± in the vicinity

of each shock.

After determining {b, a(4), f (4)

z

, �} on the domain decomposition grid used to find the

transformation functions, we then interpolate the functions to the spectral grid used to evolve

Einstein’s equations. The interpolation is performed using the spectral representations of

the functions in each subdomain, and hence entails no lose of spectral accuracy. For the

evolution of the geometry, we choose to use a Fourier grid in the z direction with N
z

points,

with periodicity enforced at z = ±z
max

with z
max

⌘ 10. For narrow shock collisions we use

N
z

= 801 and for wide shock collisions we use N
z

= 401. We use domain decomposition

in the radial direction with 4 domains, each having 20 Chebyshev points. After computing

the functions {b, a(4), f (4)

z

, �} on the new grid, we then apply a radial gauge transform to

reposition the apparent horizon to radial coordinate u = 1.

Before proceeding, we address two more technical points. First, in the infinite volume

(z
max

! 1) limit, the apparent horizon asymptotes to the Poincaré horizon at Fe↵erman-

Graham coordinate ⇢̃ ! 1. In this limit, our choice of constant ⇢̃
max

in eq. (4.28) will not

yield the the entire above-horizon geometry in the computational domain 0  u  1. This can

present a problem since, for any finite choice of z
max

, one cannot compute the location of the

apparent horizon and thereby know how big ⇢̃
max

should be until the functions {b, a(4), f (4)

z

, �}
are computed (which requires a choice of ⇢̃

max

). However, the above-horizon pre-collision

geometry at large |z| is simply AdS
5

. Because of this, one may freely adjust �(t
0

, z) at large
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FIG. 1: Energy density E/µ4 as a function of time v and
longitudinal coordinate z.

disjoint support. Although this is not exactly true for our
Gaussian profiles, the residual error in Einstein’s equa-
tions is negligible when the separation of the incoming
shocks is more than a few times the shock width.

To find the initial data relevant for our metric ansatz
(1), we solve (numerically) for the di↵eomorphism trans-
forming the single shock metric (8) from Fe↵erman-
Graham to Eddington-Finkelstein coordinates. In par-
ticular, we compute the anisotropy function B± for each
shock and sum the result, B = B

+

+ B�. We choose the
initial time v

0

so the incoming shocks are well separated
and the B± negligibly overlap above the apparent hori-
zon. The functions a

4

and f
2

may be found analytically,

a
4

= � 4

3

[h(v
0

+z)+h(v
0

�z)] , f
2

= h(v
0

+z)�h(v
0

�z).
(10)

A complication with this initial data is that the metric
functions A and F become very large deep in the bulk,
degrading convergence of their spectral representations.
To ameliorate the problem, we slightly modify the initial
data, subtracting from a

4

a small positive constant �.
This introduces a small background energy density in
the dual quantum theory. Increasing � causes the regions
with rapid variations in the metric to be pushed inside
the apparent horizon, out of the computational domain.

We chose a width w = 0.75/µ for our shocks. The
initial separation of the shocks is �z = 6.2/µ. We chose
� = 0.014 µ4, corresponding to a background energy den-
sity 50 times smaller than the peak energy density of the
shocks. We evolve the system for a total time equal to
the inverse of the temperature associated with the back-
ground energy density, T

bkgd

= 0.11 µ.

Results and discussion.— Figure 1 shows the energy
density E as a function of time v and longitudinal position
z. On the left, one sees two incoming shocks propagating
toward each other at the speed of light. After the colli-
sion, centered on v = 0, energy is deposited throughout
the region between the two receding energy density max-
ima. The energy density after the collision does not re-
semble the superposition of two unmodified shocks, sepa-
rating at the speed of light, plus small corrections. In par-
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FIG. 2: Energy flux S/µ4 as a function of time v and longi-
tudinal coordinate z.
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FIG. 3: Longitudinal and transverse pressure as a function
of time v, at z = 0 and z = 3/µ. Also shown for compari-
son are the pressures predicted by the viscous hydrodynamic
constitutive relations.

ticular, the two receding maxima are moving outwards at
less than the speed of light. To elaborate on this point,
Figure 2 shows a contour plot of the energy flux S for
positive v and z. The dashed curve shows the location
of the maximum of the energy flux. The inverse slope
of this curve, equal to the outward speed of the maxi-
mum, is V = 0.86 at late times. The solid line shows the
point beyond which S/µ4 < 10�4, and has slope 1. Ev-
idently, the leading disturbance from the collision moves
outwards at the speed of light, but the maxima in E and
S move significantly slower.

Figure 3 plots the transverse and longitudinal pressures
at z = 0 and z = 3/µ, as a function of time. At z = 0,
the pressures increase dramatically during the collision,
resulting in a system which is very anisotropic and far
from equilibrium. At v = �0.23/µ, where Pk has its
maximum, it is roughly 5 times larger than P?. At late
times, the pressures asymptotically approach each other.
At z = 3/µ, the outgoing maximum in the energy density
is located near v = 4/µ. There, Pk is more than 3 times
larger than P?.

The fluid/gravity correspondence [17] implies that at
su�ciently late times the evolution of Tµ⌫ will be de-
scribed by hydrodynamics. To test the validly of hydro-
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We numerically simulate planar shock wave collisions in anti-de Sitter space as a model for heavy
ion collisions of large nuclei. We uncover a cross-over between two di↵erent dynamical regimes
as a function of the collision energy. At low energies the shocks first stop and then explode in a
manner approximately described by hydrodynamics, in close similarity with the Landau model. At
high energies the receding fragments move outwards at the speed of light, with a region of negative
energy density and negative longitudinal pressure trailing behind them. The rapidity distribution
of the energy density at late times around mid-rapidity is not approximately boost-invariant but
Gaussian, albeit with a width that increases with the collision energy.

1. Introduction. Holography has provided successful
toy models for the study of (near)equilibrium properties
of the quark-gluon plasma created in heavy ion collisions
(HIC) at RHIC and LHC (see e.g. [1] for reviews). Ap-
plying holography to the far-from-equilibrium early stage
of a HIC is challenging and interesting. The challenge
arises because one must solve Einstein’s equations in a
dynamical setting, which generically must be done nu-
merically [2, 3]. The interest lies in that understanding
the strong coupling limit described by holography may
help us bracket the real-world situation.

Here we will follow the approach of Ref. [2], in which
a HIC was toy-modeled as a collision of two planar
shock waves of finite thickness in anti-de Sitter space
(AdS). In the dual conformal field theory (CFT) this
corresponds to a collision of two infinite sheets of en-
ergy characterized by a stress tensor whose only non-

zero component is T±±(z±) = N

2

c

2⇡2

⇢4 e−z2±�2w2

, where z
is the ‘beam direction’, z± = t ± z, w is the width of
the sheets and the sign depends on the direction of mo-
tion of the shock. We choose t = 0 to correspond to
the time at which the two shocks would exactly over-
lap if there were no interactions. We will work with en-
ergy densities, energy fluxes and pressures normalized as(E ,S,P

L

,P
T

) = 2⇡2

N

2

c

(−T t

t

, T z

t

, T z

z

, T x⊥
x⊥ ). We will thus re-

fer to ⇢4 as the maximum energy density of the incoming
shocks, which is related to the energy per unit transverse
area µ used in [2] through µ3 =√2⇡ ⇢4w. Scale invariance
of the CFT implies that the physics only depends on the
dimensionless product ⇢w. Ref. [2] chose µw

CY

= 0.75,
corresponding to ⇢w

CY

� 0.64. Note that for the incom-
ing shocks one has E = P

L

= ∓S and P
T

= 0.
Given the simplicity of the model, we will not attempt

to match the values of ⇢ and w to a specific HIC. Instead,
we note that, in a real HIC, the product ⇢w decreases as

�−1�2 as the total center-of-mass energy of the collision,√
s
coll

= 2�M
ion

, increases. This suggests that HICs at
increasingly higher energies may be modeled by decreas-
ingly smaller values of ⇢w. We will therefore simulate
collisions with several values of ⇢w ranging from 2⇢w

CY

to 1
8⇢wCY

. We will refer to the former as ‘thick shocks’
and to the latter as ‘thin shocks’. We will focus on our
physical results and refer the reader to [2] for technical
details [4]. We will work with fixed ⇢ and vary w, and
hence think of low-energy and high-energy collisions as
modeled by thick and thin shocks, respectively.
We will uncover a cross-over between two qualitatively

di↵erent dynamical regimes that correspond to a full-
stopping scenario for thick shocks, and to a transparency
scenario for thin ones. Among other things, the two
regimes are distinguished by the applicability of hydro-
dynamics. We will say that hydrodynamics is applicable
when the constitutive relations of first-order, viscous hy-
drodynamics predict P

L

in the local rest frame in units ofE
loc

�3 with a 20% accuracy, i.e. when 3 ��P loc

L

� �E
loc

≤ 0.2
with �P = P − P

hydro

. Tracelessness of the stress ten-
sor then implies that 3 ��P loc

T

� �E
loc

≤ 0.1. We define the
hydrodynamization time, t

hyd

, as the time after which
hydrodynamics becomes applicable at z = 0. Other rea-
sonable definitions include tmax

hyd

= t
hyd

− t
max

and t2w
hyd

=
t
hyd

+2w. The former measures hydrodynamization from
the time when the energy density achieves its maximum
value (see Fig. 1). The latter measures hydrodynamiza-
tion from the time when the two incoming shocks be-
gin to overlap significantly [2]. The di↵erences between
these definitions are significant for thick shocks but be-
come small for thin shocks. We will also consider another
hydrodynamization time, tP

hyd

, defined by the criterion��P loc

L

� �P loc

L

≤ 0.2. One advantage of t
hyd

over tP
hyd

is thatE
loc

is always non-zero, whereas P loc

L

may vanish.
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FIG. 1. Energy and pressures for collisions of thick (left column) and thin (right column) shocks. The grey planes lie at the
origin of the vertical axes.

2. A dynamical cross-over. Fig. 1 shows the energy
density and the pressures for thick and thin shock colli-
sions. In the case of E and P

L

one can see the incoming
shocks at the back of the plots, the collision region in the
center, and the receding maxima at the front. The in-
coming shocks are absent in the case of P

T

, as expected.
A simultaneous rescaling of ⇢ and w that keeps ⇢w fixed
would change the overall scales on the axes of these fig-
ures but would leave the physics unchanged.

The thick shocks illustrate the full-stopping scenario.

As the shocks start to interact the energy density gets
compressed and ‘piles up’, comes to an almost complete
stop, and subsequently explodes hydrodynamically. In-
deed, at the time ⇢t

max

� 0.58 at which the energy den-
sity reaches its maximum in the top-left plot, the energy
density profile is very approximately a rescaled version of
one of the incoming Gaussians, with about three times its
height (see table I) and 2/3 its width. At this time, 90%
of the energy is contained in a region of size �z � 2.4w in
which the flow velocity is everywhere �v� � 0.1. Similarly,

“We uncover a cross-over between two different dynamical regimes...    
At high energies, receding fragments move outward at the speed of light.”

wµ = 1.89
wµ = 0.05

background energy density = 1.5 - 7.5% of single shock peak energy density
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Figure 7. Energy density (rescaled by  = N2
c /(2⇡2)) in planar shock collisions, as a function of time

t and longitudinal position z. Top figure: wide shocks with w = 0.375. Bottom figure: narrow shocks
with w = 0.075. In both plots, the shocks approach each other along the z axis and collide at z = 0 at
time t = 0. The collisions produce debris that fills the forward light cone. In the case of narrow shock
collisions, the amplitude of the visible remnants of the shocks on the forward light cone falls like t�p

with p ⇡ 0.9.

transported inside the lightcone and the portion remaining very near the lightcone steadily

attenuates. On the left side of fig. 8 we plot the amplitude A of the energy density on the

lightcone as a function of time for the narrow shock collisions. At late times our results are

consistent with the power-law decay A ⇠ t�0.9. By time t = 9, the amplitude of the null
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Figure 7. Energy density (rescaled by  = N2
c /(2⇡2)) in planar shock collisions, as a function of time

t and longitudinal position z. Top figure: wide shocks with w = 0.375. Bottom figure: narrow shocks
with w = 0.075. In both plots, the shocks approach each other along the z axis and collide at z = 0 at
time t = 0. The collisions produce debris that fills the forward light cone. In the case of narrow shock
collisions, the amplitude of the visible remnants of the shocks on the forward light cone falls like t�p

with p ⇡ 0.9.

transported inside the lightcone and the portion remaining very near the lightcone steadily

attenuates. On the left side of fig. 8 we plot the amplitude A of the energy density on the

lightcone as a function of time for the narrow shock collisions. At late times our results are

consistent with the power-law decay A ⇠ t�0.9. By time t = 9, the amplitude of the null
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Figure 8. Left: Plot of the amplitude A of the outgoing decaying null maxima in the energy density,
as a function of time, for the narrow shock collisions. At late times our results are consistent with
A ⇠ t�p with p ⇡ 0.9. Right: Plot of the energy density for the narrow shock collision at successive
times t = 1, 2, 3, 4, 5. Small regions behind the decaying null maxima with negative energy density
are visible at t = 1, 2 and 3. By time t = 4, and thereafter, the energy density is everywhere positive.

maxima has decreased to 13% its pre-collision value. Evidently, for both wide and narrow

shocks the collision event results in the subsequent annihilation of the shocks with essentially

all energy lying well inside the forward light cone at late times.

Aside from the decay of the null peaks in the energy density, there is another qualitative

di↵erence between collisions of narrow and wide shocks. On the right side of fig. 8 we plot

the energy density for the narrow shock collision at successive times t = 1, 2, 3, 4, 5. As

is evident from the figure, there is a brief period of time after the collision when the energy

density just behind the receding null peaks is locally negative [29]. However, by time t = 4 the

energy density is everywhere positive, just as it always is for wide shock collisions. Evidently,

the presence of negative energy density is a transient e↵ect. Indeed, as shown in fig. 9, aside

from the decaying null maxima on the light cone, at late times the distribution of energy

density produced by both wide and narrow shock collisions looks quite similar.

It is instructive to compare our results with predictions from the fluid/gravity corre-

spondence. In the limit of asymptotically slowly varying fields (compared to the dissipative

scale set by the local temperature T of the system) Einstein’s equations (3.12) can be solved

perturbatively with a gradient expansion

g
MN

(x, r) ⇠
1
X

n=0

g(n)
MN

(x, r) , (4.35)

where g(n)
MN

is of order (@/@xµ)n in boundary spacetime derivatives [11]. Via eq. (3.6), this

implies that the boundary stress tensor also admits a gradient expansion. In ⌫ = D�1 spatial

dimensions, the resulting gradient expansion of the boundary stress begins

Tµ⌫

hydro

=
"

⌫
[⌘µ⌫ + (⌫+1) uµu⌫ ] � 2⌘ �

µ⌫

+ O(@2) , (4.36)
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Figure 9. Comparison of the longitudinal distribution of energy density for wide and narrow shocks
at time t = 9.

where " is the (rescaled) proper energy density, u the fluid velocity, ⌘ the shear viscosity, and

�
µ⌫

⌘ 1

2

[ @
µ

u
⌫

+ @
⌫

u
µ

+ u⇢@
⇢

(u
µ

u
⌫

)] � 1

⌫

(@
↵

u↵) [⌘
µ⌫

+u
µ

u
⌫

] . (4.37)

is the relativistic shear tensor (which is symmetric, traceless, and orthogonal to the flow ve-

locity u). The fluid velocity and proper energy density satisfy Tµ⌫

hydro

u
⌫

= �" uµ. Moreover,

the fluid/gravity gradient expansion yields expressions for all transport coe�cients as func-

tions of the proper energy density. For D = 4, the shear viscosity ⌘ = 1

4

(⇡T )3, where the

local temperature T is defined by " = 3

4

(⇡T )4 [6]. Eq. (4.36) is precisely the constitutive

relation of first order relativistic conformal hydrodynamics.

To compare our numerical results with the asymptotic predictions of the fluid/gravity

correspondence, we first extract the fluid velocity u and rescaled proper energy density "

from the numerically computed stress-energy tensor (by finding the timelike eigenvector and

associated eigenvalue of h bTµ

⌫

i, as discussed in section 2). With u and " obtained via eq. (2.7),

we then use eq. (4.36) to construct the hydrodynamic approximation to the spatial stress

tensor, T ij

hydro

. Rotational symmetry in the transverse plane implies that all o↵-diagonal

elements of the spatial stress tensor vanish, and that hT xxi = hT yyi. Therefore, we define a

simple dimensionless residual function,

R ⌘ 1

p
ave

h

�hT xxi � T xx

hydro

�

2

+
�hT zzi � T zz

hydro

�

2

i

1/2

, (4.38)

where the average pressure p
avg

⌘ 2

3

hT xxi + 1

3

hT zzi. The residual R gives a measure of the

relative deviation of the spatial stress from the prediction of the hydrodynamic constitutive

relation (4.36). Fig. 10 plots R for collisions of both wide shocks (top) and narrow shocks

(bottom). In each plot we exclude the region where R > 0.15. Specifically, for every value of

z, we define t⇤(z) as the last time for which R(t, z) > 0.15 and exclude from the plot all points

(t, z) for which t  t⇤(z). We will denote by H the region where viscous hydrodynamics works

– 47 –
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Figure 10. The relative deviation R of the spatial stress tensor from prediction of first order viscous
hydrodynamics for the case of wide shocks (top) and narrow shocks (bottom). As detailed in the text,
we only display the region H = {(t, z) : R(t, z)  0.15} where the residual is no more than 0.15. The
dashed curve, discussed in the text, is defined by eq. (4.39). For both cases, viscous hydrodynamics
becomes a good description near mid rapidity when t & 2.

at the 15% level or better (as measured by R). The dashed line in each plot is the curve

⌧2

hydro

= (t � �t)2 � z2, (4.39)

with �t = 0.43 and ⌧
hydro

= 1.5 which, as seen in the figure, nicely approximates the boundary

of region H. Fig. 10 clearly shows that our planar shock collisions result in the formation of

an expanding volume of fluid which is well described by hydrodynamics everywhere except

near the light cone, where non-hydrodynamic e↵ects become important. At mid-rapidity,

viscous hydrodynamics becomes a good description when t & 2 [28].

As was noted in refs. [25, 28], even in the region H where viscous hydrodynamics works
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Figure 11. The normalized anisotropy in the spatial stress, �p/pavg, at z = 0 for the narrow shocks.
The anisotropy is O(1) indicating that viscous e↵ects are not small compared to the ideal fluid terms.

at the 15% level or better, the first order viscous corrections are not small. The viscous

stress tensor �2⌘�
µ⌫

in eq. (4.36) can be just as large as the zeroth order ideal fluid term.

One manifestation of this is that in the local rest frame of the fluid (where uµ = �µ
0

), the

spatial stress hT local

ij

i can be highly anisotropic with very di↵erent eigenvalues (i.e. pressures)

in each direction. In the local fluid rest frame, this anisotropy is solely due to the gradient

corrections in eq. (4.36). To illustrate this point, fig. 11 plots, for narrow shocks, the di↵erence

�p = hT
xx

i�hT
zz

i in the eigenvalues of the spatial stress at z = 0 (where by z ! �z symmetry

the fluid is at rest), normalized by the average pressure p
avg

. As just asserted, �p/p
avg

is

O(1). Given the size of the first order gradient corrections, it is quite remarkable that the

hydrodynamic constitutive relation works so well.

It is also illuminating to examine how well boost invariant flow approximates our numer-

ical results. As the name suggests, boost invariant flow is defined by the condition that the

system be invariant under arbitrary boosts in the longitudinal direction. Our initial condi-

tions corresponding to two colliding shocks with non-zero widths are not boost invariant, and

hence neither is the debris produced by the collision. Nevertheless, in a qualified sense which

we make precise below, the produced debris does display some characteristics of nearly boost

invariant flow. In what follows we focus on the case of narrow shock collisions, and on the

dynamics in the region H, shown in fig. 10, where viscous hydrodynamics is applicable at the

15% level.

From the fluid/gravity correspondence, the fluid velocity and proper energy density

(rescaled by ) for boost invariant flow, up to second order in gradients, are given by [35]

u
µ

dxµ = d⌧ ⌘ cosh y dt + sinh y dz , (4.40a)

" = 3

4

(⇡⇤)4

(⇤⌧)4/3



1 � C
1

(⇤⌧)2/3
+

C
2

(⇤⌧)4/3
+ O

⇣ 1

(⇤⌧)2

⌘

�

, (4.40b)
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Figure 12. The longitudinal fluid velocity u
z

for narrow shock collisions, at time t = 9, in the region
H where viscous hydrodynamics works at the 15% level or better. The boost invariant flow result,
u

z

= z/⌧ , fits the numerical result quite well.

where ⌧ ⌘ p
t2 � z2 is proper time, y ⌘ tanh�1

z

t

is rapidity, and

C
1

=
2

3⇡
⇡ 0.21 , C

2

=
1 + 2 log 2

18⇡2

⇡ 0.013 . (4.41a)

The energy scale ⇤ is set by initial conditions and is otherwise arbitrary. Each subsequent

gradient correction to the proper energy density is suppressed by an additional power of

(⇤⌧)�2/3; for boost invariant flow, the fluid/gravity gradient expansion is precisely a late

time expansion in inverse powers of proper time.

Our first comparison to boost invariant flow is shown in fig. 12, where we plot the longi-

tudinal component u
z

of the fluid velocity at time t = 9 for the narrow shock collision. Also

shown in the plot is the boost invariant flow result u
z

= sinh y = z/⌧ . Again, we display u
z

only in the region H where viscous hydrodynamics works at the 15% level or better. As is

evident from the figure, the numerical result agrees quite nicely with this prediction of boost

invariant flow.

Fig. 13 shows a contour plot of the proper energy density " extracted from our numerical

results and multiplied by a factor of ⌧4/3. Lines through the origin corresponds to events with

fixed rapidity, t = z coth y. Inspecting eq. (4.40b), it is evident that if the flow was truly boost

invariant then "⌧4/3 would asymptote to a constant, independent of rapidity, in the ⌧ ! 1
limit. Fig. 13 shows that this is not at all the case; the flow is not globally boost invariant

(as was also found in ref. [29]). However, one striking feature of fig. 13 is that contours of

"⌧4/3, at late times, are approximately straight lines through the origin, t ⇡ z coth(y). This

observation suggests that on each slice of constant rapidity y, the proper energy density is

approximately given by eq. (4.40b) but with a rapidity dependent scale parameter, ⇤ = ⇤(y).

To test this hypothesis, on each slice of constant t/z = coth y we fit the proper energy density
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Figure 13. The normalized proper energy density " ⌧4/3 in the region H for the narrow shock collision.
At late times, lines of constant "⌧4/3 are approximately straight lines from the origin, t ⇡ z coth y.
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Figure 14. Left: the proper energy density " on several slices of constant rapidity y, as a function
of proper time ⌧ . The dashed curves are fits to the boost invariant flow result (4.40b) with a rapidity
dependent scale parameter ⇤(y). Right: the resulting scale parameter ⇤(y) as a function of rapidity.

" to the boost invariant expression (4.40b) allowing ⇤ to depend on y. In the left panel of

fig. 14 we plot " at y = 0, 0.85, 1.25, and 1.6, and the corresponding fit to eq. (4.40b). The

agreement with eq. (4.40b) is remarkable. In the right panel of fig. 14 we plot the resulting

scale parameter ⇤(y) emerging from this fit to local (in rapidity) boost invariant flow.

It would be interesting to study more carefully the dependence of ⇤(y) on the width of

the incoming shocks, and to evolve longer in time in order to examine the asymptotic behavior

of ⇤(y) at large rapidity.
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Figure 11. The normalized anisotropy in the spatial stress, �p/pavg, at z = 0 for the narrow shocks.
The anisotropy is O(1) indicating that viscous e↵ects are not small compared to the ideal fluid terms.

at the 15% level or better, the first order viscous corrections are not small. The viscous

stress tensor �2⌘�
µ⌫

in eq. (4.36) can be just as large as the zeroth order ideal fluid term.

One manifestation of this is that in the local rest frame of the fluid (where uµ = �µ
0

), the

spatial stress hT local

ij

i can be highly anisotropic with very di↵erent eigenvalues (i.e. pressures)

in each direction. In the local fluid rest frame, this anisotropy is solely due to the gradient

corrections in eq. (4.36). To illustrate this point, fig. 11 plots, for narrow shocks, the di↵erence

�p = hT
xx

i�hT
zz

i in the eigenvalues of the spatial stress at z = 0 (where by z ! �z symmetry

the fluid is at rest), normalized by the average pressure p
avg

. As just asserted, �p/p
avg

is

O(1). Given the size of the first order gradient corrections, it is quite remarkable that the

hydrodynamic constitutive relation works so well.

It is also illuminating to examine how well boost invariant flow approximates our numer-

ical results. As the name suggests, boost invariant flow is defined by the condition that the

system be invariant under arbitrary boosts in the longitudinal direction. Our initial condi-

tions corresponding to two colliding shocks with non-zero widths are not boost invariant, and

hence neither is the debris produced by the collision. Nevertheless, in a qualified sense which

we make precise below, the produced debris does display some characteristics of nearly boost

invariant flow. In what follows we focus on the case of narrow shock collisions, and on the

dynamics in the region H, shown in fig. 10, where viscous hydrodynamics is applicable at the

15% level.

From the fluid/gravity correspondence, the fluid velocity and proper energy density

(rescaled by ) for boost invariant flow, up to second order in gradients, are given by [35]

u
µ

dxµ = d⌧ ⌘ cosh y dt + sinh y dz , (4.40a)

" = 3

4

(⇡⇤)4

(⇤⌧)4/3



1 � C
1

(⇤⌧)2/3
+

C
2

(⇤⌧)4/3
+ O

⇣ 1

(⇤⌧)2

⌘

�

, (4.40b)

– 49 –

 

 

−10 −8 −6 −4 −2 0 2 4 6 8 10
0

2

4

6

8

0.2

0.4

0.6

0.8

z

t " ⌧4/3

Saturday, August 10, 13

Figure 13. The normalized proper energy density " ⌧4/3 in the region H for the narrow shock collision.
At late times, lines of constant "⌧4/3 are approximately straight lines from the origin, t ⇡ z coth y.
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Figure 14. Left: the proper energy density " on several slices of constant rapidity y, as a function
of proper time ⌧ . The dashed curves are fits to the boost invariant flow result (4.40b) with a rapidity
dependent scale parameter ⇤(y). Right: the resulting scale parameter ⇤(y) as a function of rapidity.

" to the boost invariant expression (4.40b) allowing ⇤ to depend on y. In the left panel of

fig. 14 we plot " at y = 0, 0.85, 1.25, and 1.6, and the corresponding fit to eq. (4.40b). The

agreement with eq. (4.40b) is remarkable. In the right panel of fig. 14 we plot the resulting

scale parameter ⇤(y) emerging from this fit to local (in rapidity) boost invariant flow.

It would be interesting to study more carefully the dependence of ⇤(y) on the width of

the incoming shocks, and to evolve longer in time in order to examine the asymptotic behavior

of ⇤(y) at large rapidity.
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boost invariant flow:

local boost invariance: ⇤ ! ⇤(y)

proper time ⌧ ⌘
p
t2 � z2

rapidity y ⌘ tanh�1(z/t)

t=9

⇤(y)



colliding “nuclei”

• finite transverse extent, cylindrically symmetric

• single “nucleus”: smooth, localized null “shock”

✓ exact solution = linear superposition of infinitely 
boosted point sources

✓ transformation to null infalling coordinates

• implementation for general 4+1D case: in progress

22

Gubser, Pufu, Yarom



colliding shocks: lessons

23

• Early times: large anisotropy, far from local equilibrium

• Rapidly attenuating outgoing maxima, no surviving remnants

• Mid-rapidity: hydrodynamics quickly becomes valid,    
despite large viscous effects 

onset of hydro validity ≈ 4/μ after initial interaction

µ ≈ 2.3 GeV for modeling RHIC  ➡	  τhydro ≈ 0.35 fm/c

• Near outgoing lightcone: hydrodynamics not reliable

• Central region: “local” but not global boost-invariance



homogeneous isotropization

24

➜

➜

➜

➜
➜

➜

• caricature of early moments of QGP

• no spatial gradients

➡ no hydrodynamic response

➡ exponential relaxation

• questions:

• relaxation time scale?

• onset of linearized regime?

• sensitivity to (baryon) charge density?

• sensitivity to magnetic field?



homogeneous isotropization
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2

acts as an absorber of gravitational radiation — any ra-
diation which passes through the horizon cannot escape
back to the boundary. At late times when the bound-
ary geometry is no longer changing, the bulk geometry
outside the horizon will relax and asymptotically become
static. This is the gravitational description of thermal-
ization in SYM.

Di↵eomorphism and translation invariance allows one
to chose the metric ansatz

ds2 =�A dv2 + ⌃2

⇥
eBdx

2

? + e�2Bdx2

||
⇤
+ 2dr dv , (3)

where A, B, and ⌃ are all functions of the radial co-
ordinate r and time v only. The coordinates v and r
are generalized Eddington-Finkelstein coordinates. In-
falling radial null geodesics have constant values of v (as
well as x? and x||). Outgoing radial null geodesics sat-
isfy dr/dv = 1

2

A. At the boundary, located at r = 1,
the coordinate v coincides with the boundary time t.
The geometry in the bulk at v > 0 corresponds to the
causal future of t > 0 on the boundary. The form of the
metric (3) is invariant under the residual di↵eomorphism
r ! r + f(v), where f(v) is an arbitrary function.

With a metric of the form (3), Einstein’s equations may
be reduced to the following set of di↵erential equations:

0 = ⌃ (⌃̇)0 + 2⌃0 ⌃̇� 2⌃2 , (4a)
0 = ⌃ (Ḃ)0 + 3

2

�
⌃0Ḃ + B0 ⌃̇

�
, (4b)

0 = A00 + 3B0Ḃ � 12⌃0 ⌃̇/⌃2 + 4 , (4c)
0 = ⌃̈ + 1

2

�
Ḃ2 ⌃�A0 ⌃̇

�
, (4d)

0 = ⌃00 + 1

2

B02 ⌃ , (4e)

where, for any function h(r, v),

h0 ⌘ @rh, ḣ ⌘ @vh + 1

2

A @rh . (5)

The derivative h0 is a directional derivative of h along
infalling radial null geodesics, while the derivative ḣ is
the directional derivative of h along outgoing null radial
geodesics. Eqs. (4d) and (4e) are constraint equations;
the radial derivative of Eq. (4d) and the time derivative
of Eq. (4e) are implied by Eqs. (4a)–(4c).

The above set of di↵erential equations must be solved
subject to boundary conditions imposed at r = 1. The
requisite condition is simply that the boundary metric
gB

µ⌫(x) coincide with our choice (1) of the 4d geometry.
In particular, we must have

lim
r!1

⌃(r, v)/r ⌘ 1 , lim
r!1

B(r, v) ⌘ B
0

(v) . (6)

One may fix the residual di↵eomorphism invariance by
demanding that

lim
r!1

⇥
A(r, v)� r2

⇤
/r = 0 . (7)

These boundary conditions, plus initial data satisfying
the constraint (4e) on some v = const. slice, uniquely
specify the subsequent evolution of the geometry.

Given a solution to Einstein’s equations, the SYM
stress tensor is determined by the near-boundary be-
havior of the 5d metric [5] . If S

G

denotes the gravi-
tational action, then the SYM stress tensor is given by
Tµ⌫(x) = (2/

p�gB(x)) �S
G

/�gB

µ⌫(x) .
Near the boundary one may solve Einstein’s equations

with a power series expansion in r. Specifically, A, B and
⌃ have asymptotic expansions of the form

A(r, v) =
X

n=0

[ an(v) + ↵n(v) log r] r2�n , (8a)

B(r, v) =
X

n=0

[ bn(v) + �n(v) log r] r�n , (8b)

⌃(r, v) =
X

n=0

[ sn(v) + �n(v) log r] r1�n . (8c)

The boundary conditions (6) and (7) imply that b
0

(v) ⌘
B

0

(v), s
0

(v) ⌘ 1, a
0

(v) ⌘ 1, and a
1

(v) ⌘ 0. Substitut-
ing the above expansions into Einstein’s equations and
solving the resulting equations order by order in r, one
finds that there is one undetermined coe�cient, b

4

(v).
All other coe�cients are determined by the boundary
geometry, Einstein’s equations, and b

4

(v) [11].
By substituting the above series expansions into the

variation of the on-shell gravitational action, one may
compute the expectation value of the stress tensor in
terms of the expansion coe�cients. This procedure has
been carried out in Ref. [5], so we simply quote the re-
sults. In terms of the expansion coe�cients, the SYM
stress tensor reads

Tµ
⌫ = (N2

c /2⇡2) diag(�E ,P?,P?,P||) , (9)

where (with b(k)

0

⌘ @k
v b

0

):

�E = 3

4

a
4

+ 1

256

h
3(b(1)

0

)4 + 14(b(2)

0

)2 � 4b(1)

0

b(3)

0

i
, (10a)

P? = � 1

4

a
4

+ b
4

+ 1

768

h
21(b(1)

0

)4 � 468(b(1)

0

)2b(2)

0

+ 10(b(2)

0

)2 + 4b(1)

0

b(3)

0

+ 64b(4)

0

i
, (10b)

P|| = � 1

4

a
4

� 2b
4

+ 1

768

h
21(b(1)

0

)4 + 936(b(1)

0

)2b(2)

0

+ 10(b(2)

0

)2 + 4b(1)

0

b(3)

0

� 128b(4)

0

i
. (10c)

Numerics.—One may solve the Einstein equations
(4a)–(4c) for the time derivatives ⌃̇, Ḃ, and A00. Define

⇥(r, v) ⌘
Z 1

r
dw

⇥
⌃(w, v)3 � h

1

(w, v)
⇤�H

1

(r, v) ,

(11a)

�(r, v) ⌘
Z 1

r
dw

h
2⇥(w, v)B0(w, v) ⌃(w, v)�3/2

� h
2

(w, v)
i
�H

2

(r, v) , (11b)

where Hn is an indefinite (radial) integral of hn,

hn = H 0
n . (12)
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Numerics.—One may solve the Einstein equations
(4a)–(4c) for the time derivatives ⌃̇, Ḃ, and A00. Define

⇥(r, v) ⌘
Z 1

r
dw

⇥
⌃(w, v)3 � h

1

(w, v)
⇤�H

1

(r, v) ,

(11a)

�(r, v) ⌘
Z 1

r
dw

h
2⇥(w, v)B0(w, v) ⌃(w, v)�3/2

� h
2
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i
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where Hn is an indefinite (radial) integral of hn,

hn = H 0
n . (12)

spatial homogeneity
 ➡
 ➡ 1+1D PDEs

gµ⌫ = gµ⌫(t, r)

ḣ ⌘ d+h , h0 ⌘ @rh

t

3

Then Eqs. (4a)–(4c) are solved by

⌃̇ = �2⇥⌃�2, (13a)
Ḃ = � 3

2

�⌃�3/2 , (13b)

A00 = �4� 24⇥⌃0⌃�4 + 9

2

�B0 ⌃�3/2 . (13c)

The functions hn(r, v) are not constrained by Einstein’s
equations — their presence inside the integrands of
Eq. (11) are compensated by the subtraction of their
integrals Hn(r, v). However, since we have chosen the
upper limit of integration in Eq. (11) to be r = 1, the
functions hn(r, v) must be suitably chosen so that the
integrals (11) are convergent. The simplest choice to ac-
complish this is to set h

1

(r, v) equal to the asymptotic
expansion of ⌃(r, v)3 up to order 1/rk, for some k > 1,
and to set h

2

(r, v) equal to the asymptotic expansion of
2⇥(r, v)B0(r, v)/⌃(r, v)3/2 up to order 1/rk. In our nu-
merical solutions reported below, we use k � 4. This
choice makes the large r contribution to the integrals in
Eq. (11) quite small. As the coe�cients of the series ex-
pansions (8) only depend on b

0

(v) and b
4

(v) and their
v derivatives, this choice determines hn(r, v) in terms of
one unknown function b

4

(v).
With the subtraction functions hn specified by the

aforementioned asymptotic expansions, integrating Eq.
(12) fixes the compensating integrals Hn up to an in-
tegration constant which is an arbitrary function of v.
Integrating Eq. (13c) for A(r, v) introduces two further
(v dependent) constants of integration. The most direct
route for fixing these constants of integration is to match
the large r behavior of the expressions (13a) and (13b)
and the integrated version of Eq. (13c) to the correspond-
ing expressions obtained from the series expansions (8).
This fixes all integration constants in terms of b

0

and b
4

.
Our algorithm for solving the initial value problem

with time dependent boundary conditions is as fol-
lows. Given an initial geometry defined by B(r, v

0

),
one knows b

4

(v
0

). Integrating the constraint equation
(4e), with the fully determined asymptotic behavior (8c),
yields ⌃(r, v

0

). From this information, one can com-
pute A(r, v

0

) by integrating Eq. (13c). With A(r, v
0

),
B(r, v

0

) and ⌃(r, v
0

) known, one can then compute the
time derivative @vB(r, v

0

) from Eq. (13b) and step for-
ward in time,

B(r, v
0

+ �v) ⇡ B(r, v
0

) + @vB(r, v
0

) �v . (14)

Repeating the above process using this updated profile
of B determines ⌃ and A at time v

0

+ �v, from which
one computes @vB for the next time step. For an initial
geometry corresponding to the SYM vacuum, plus the
choice (2) of boundary data, one has

B(r,�1) = c , ⌃(r,�1) = r , A(r,�1) = r2 . (15)

An important practical matter is fixing the computa-
tion domain in r — how far into the bulk does one want

to compute the geometry? If a horizon forms, then one
may excise the geometry inside the horizon as this re-
gion is causally disconnected from the geometry outside
the horizon. Furthermore, one must excise the geome-
try to avoid singularities behind horizons [6] . To per-
form the excision, one first identifies the location of an
apparent horizon (an outermost marginally trapped sur-
face) which, if it exists, must lie inside a true horizon
[7] . We have chosen to make the incision slightly inside
the location of the apparent horizon. For the metric (3),
the location rh(v) of the apparent horizon is given by
⌃̇(rh(v), v) = 0 or, from Eq. (13a), ⇥(rh(v), v) = 0 .

Results and Discussion.—Fig. 1 shows a plot of the
energy density and transverse and longitudinal pressures
produced by the changing boundary geometry (1), with
c = 2. These quantities begin at zero in the distant past
when the system is in its vacuum state, and at late times
approach thermal equilibrium values given by

Tµ⌫
eq

= (⇡2N2

c T 4/8) diag(3, 1, 1, 1), (16)

where T is the final equilibrium temperature. Non-
monotonic behavior is seen when the boundary geometry
changes most rapidly around time zero [12].

!! !" # " !

!"

!$

#

$

"

v

P?

P||

E

FIG. 1: Energy density, longitudinal and transverse pressure,
all divided by N2

c

/2⇡2, as a function of time for c = 2.

Fig. 2 displays the congruence of outgoing radial null
geodesics, for c = 2. The surface coloring shows A/r2.
In the SYM vacuum (i.e., at early times) this quantity
equals 1, while at late times A/r2 = 1 � (rh/r)4. Ex-
cised from the plot is a region of the geometry behind
the apparent horizon. In the SYM vacuum, outgoing
geodesics are given by 1/r + v/2 = const., and appear as
straight lines in the early part of Fig. 2 . In the vicin-
ity of v = 0, when the boundary geometry is changing
rapidly and producing infalling gravitational radiation,
the geodesic congruence changes dramatically from the
zero temperature form to a finite temperature form. As
is evident from the figure, at late times some outgoing
geodesics do escape to the boundary, while others fall
into the bulk and never escape. Separating the ‘escap-
ing’ and ‘plunging’ geodesics is one geodesic which does

transverse & longitudinal pressure

kĝijk = diag(eB , eB , e�2B)
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Figure 4. A plot of e|Re �1|t�p/peq as well as the lowest quasinormal mode (also multiplied by a factor
of e|Re�1|t). The fit to the lowest quasinormal mode agrees with the numerics at the 1 part in 104 level
or better after time t = 10.

At su�ciently late times, the damped oscillations of the pressure anisotropy reflect the

discrete spectrum of complex quasinormal mode frequencies characterizing infinitesimal de-

partures from equilibrium [13, 14], specifically those of ` = 2 metric perturbations whose

linearized dynamics around the AdS-Schwarzschild black brane solution coincides with fluc-

tuations of a minimally coupled scalar field. The late time asymptotic response has the form

�p(t) ⇠ Re
X

n

c
n

e��nt , (4.8)

where the first few quasinormal mode frequencies, at zero wavevector, are given by [13]:

�
1

⇡T
= 2.746676 + 3.119452 i ,

�
2

⇡T
= 4.763570 + 5.169521 i ,

�
3

⇡T
= 6.769565 + 7.187931 i .

(4.9)

As a check on the accuracy of the numerics, in fig. 4 we plot e|Re�1|t �p/p
eq

, as well as a fit

to the lowest quasinormal mode. As is evident from the figure, the rescaled amplitude of

e|Re�1|t �p/p
eq

is constant at late times. Indeed, our fit to the lowest quasinormal mode agrees

with the numerics at the level of a part in 104, or better, after time t = 10.

In terms of physics, perhaps the most significant result one sees from fig. 3 (and from

the results of ref. [24]) is that the characteristic relaxation time is comparable or shorter than

1/T , even when the system is initially quite far from equilibrium with �p/p
eq

of O(10). The

gravitational infall time in the AdS-Schwarzschild geometry is also order 1/T . This naturally

suggests that, even far from equilibrium, one should regard the gravitational infall time as

characterizing the relaxation time of non-hydrodynamic degrees of freedom.
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homogeneous isotropization: 
recent work

• sensitivity to initial data choice

• sensitivity to non-zero charge density

• sensitivity to non-zero magnetic field

• deviation from linearized dynamics
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• sensitivity to plasma constituents?

• equilibrium state ⬌ Reissner-Nordstrom black brane

• maximal charge density ⬌ extremal brane

• O(10%) change in quasi-normal mode frequencies
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non-zero magnetic field

• heavy ion collisions: much concern about E&M effects

• sensitivity to magnetic field?

• externally imposed anisotropy

• trace anomaly ➡ broken scale invariance

•  

29

Explicitly,

keh(4)
↵�

k = 1

2

B2 diag(+1, +1, +1, �1) , (2.11) {eq:h4tilde}
which is just the classical stress-energy tensor of a magnetic field pointing in the x3 direction.4

The coe�cient c
0

in relation (2.9a) is arbitrary, and reflects scheme dependence in the defini-

tion of the stress-energy tensor in the presence of a non-dynamical background magnetic field.

This scheme dependence arises from the freedom to add to the action of the dual 4D quantum

field theory a classical term, �1

4

e�2(F ext

µ⌫

)2, only involving the non-dynamical external field,

with an arbitrary coe�cient (or inverse “charge”) e�2. This induces contributions to hT
µ⌫

i
which are proportional to the stress-energy of the classical background electromagnetic field —

which, for our solutions, is just that of a constant magnetic field (2.11). Equivalently, from a

gravitational perspective (as explained in [[Skenderis]]), to perform the required holographic

renormalization one must add a logarithmic counterterm, which comes with an inevitable

finite ambiguity. We adopt a specific value,

c
0

⌘ �1

4

, (2.12) {eq:c0}

which makes the subsequent explicit expression (2.23a) for energy density as simple as possi-

ble.

2.2 Symmetry specialization

As noted earlier, we are interesting in studying solutions of Einstein-Maxwell theory which are

spatially homogeneous. This implies that all metric functions depend only on x0 and r. The

arbitrary function � in the residual radial shift di↵eomorphism (2.6) will depend only on x0.

Henceforth, for convenience, we will use v as a synonym for x0; v is a null time coordinate.

(In other words, v = const. surfaces are null slices of the geometry.) At the boundary, v

coincides with the time t of the dual field theory.

We also impose invariance under O(2) rotations in the x1-x2 plane. This implies that only

the g
00

, g
03

, g
33

, and g
11

= g
22

components of g
↵�

are non-zero. Our Einstein-Maxwell theory

(without a Chern-Simons term) is also invariant under spatial parity, or x3 ! �x3 reflections,

and for simplicity we will also impose parity invariance. This requires the vanishing of g
03

.

For the bulk gauge field, the choice of radial gauge, A
r

= 0, plus our imposed symmetries

imply that

A
↵

(x, r) = Aext

↵

(x)� �(v, r) �0
↵

. (2.13) {eq:bulk A}
The corresponding bulk field strength, which is what appears in the field equations, can

have a constant (x and r independent) magnetic field plus a radial electric field,

F
12

(x, r) = B , F
0r

(x, r) = @
r

�(v, r) ⌘ �E(v, r) , (2.14) {eq:field strength}
4In Fe↵erman-Graham (FG) coordinates, for which ds2 ⌘ (L2/⇢2)

⇥
eg↵�(x̃, ⇢) dx̃

↵ dx̃� + d⇢2
⇤
, one has

eg↵�(x̃, ⇢) ⇠ ⌘↵� +
⇥
eg(4)↵� (x̃) +

eh(4)
↵� ln L

⇢

⇤
⇢4 + O(⇢6 ln ⇢) as ⇢ ! 0. Eq. (2.10) relates the subleading asymp-

totic metric coe�cients in FG and our infalling EF coordinates.
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where r is the bulk radial coordinate and x ⌘ {x↵,↵ = 0, · · ·, 3} denotes the four remaining

spacetime coordinates. The spacetime boundary lies at r = 1; the {x↵} may be regarded as

coordinates on the spacetime boundary where the dual field theory “lives”. Curves of varying

r, with x held fixed, are radially infalling null geodesics, a�nely parametrized by r. The

one-form ew ⌘ w
↵

dx↵ (which is assumed to be timelike) depends only on x, not on r. These

infalling coordinates remain regular across future null horizons.

The form of the ansatz (2.4) remains invariant under r-independent di↵eomorphisms,

x↵ ! x̄↵ ⌘ f↵(x) , (2.5) {xdiffeo}

as well as radial shifts (with arbitrary x dependence),

r ! r̄ ⌘ r + �(x) . (2.6) {rdiffeo}

We use the di↵eomorphism freedom (2.5) to transform the timelike one-form ew to the standard

form �dx0 (or w
↵

= ��0
↵

). Our procedure for dealing with the radial shift invariance (2.6)

will be discussed below.

We are interested in geometries which, at large r, asymptotically approach (the Poincaré

patch of) AdS
5

. This will be the case if lim
r!1 g

↵�

(x, r) = ⌘
↵�

with ⌘
↵�

⌘ diag(�1, 1, 1, 1)

the usual Minkowski metric tensor. Demanding that the metric and bulk gauge field satisfy

the Einstein-Maxwell equations, one may derive the near-boundary asymptotic expansion of

the fields. Using radial gauge, A
r

= 0, for the bulk gauge field, and a suitable choice of

the radial shift (2.6) (which eliminates O(1/r) terms in g
↵�

), one finds that for solutions of

interest, the metric and bulk gauge field have asymptotic expansions of the form {eq:gAasymp}
g
↵�

(x, r) ⇠ ⌘
↵�

+
h
g
(4)

↵�

(x) + h
(4)

↵�

(x) ln r

L

i
(L2/r)4 +O

⇥
(L2/r)5

⇤
, (2.7a)

A
↵

(x, r) ⇠ Aext

↵

(x) +A(2)

↵

(x) (L2/r)2 +O
⇥
(L2/r)3

⇤
. (2.7b)

The logarithmic term in the metric is only present when the external magnetic field is

non-zero (as this induces a scale anomaly). For our constant magnetic field in the x3 direction

kh(4)
↵�

k = 1

3

B2 diag(+2, +1, +1, �2) . (2.8) {eq:h_ab}

The sub-leading asymptotic coe�cients g
(4)

↵�

(x) and A
(2)

↵

cannot be determined from a near-

boundary analysis of the field equations. These coe�cients depend on the form of the solution

throughout the bulk, and they encode the expectation values of the stress-energy tensor and

U(1) current density [3, 4]. The resulting holographic relations are

hT
µ⌫

i = 
h
eg(4)
µ⌫

� ⌘
µ⌫

tr (eg(4)) + c
0

eh(4)
µ⌫

i
, (2.9a) {eq:<T>}

hj
⌫

i = 2A(2)

⌫

, (2.9b) {eq:<j>}

where  ⌘ L3/(4⇡G
N

) = N2

c

/(2⇡2) and {eq:<Tj>}

eg(4)
µ⌫

⌘ g(4)
µ⌫

+ 1

4

⌘
µ⌫

⇣
g
(4)

00

+ 1

4

h
(4)

00

⌘
, eh(4)

µ⌫

⌘ h(4)
µ⌫

+ 1

4

⌘
µ⌫

h
(4)

00

. (2.10) {eq:EFtoFG}
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non-zero magnetic field
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• externally imposed anisotropy
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Explicitly,

keh(4)
↵�

k = 1

2

B2 diag(+1, +1, +1, �1) , (2.11) {eq:h4tilde}
which is just the classical stress-energy tensor of a magnetic field pointing in the x3 direction.4

The coe�cient c
0

in relation (2.9a) is arbitrary, and reflects scheme dependence in the defini-

tion of the stress-energy tensor in the presence of a non-dynamical background magnetic field.

This scheme dependence arises from the freedom to add to the action of the dual 4D quantum

field theory a classical term, �1

4

e�2(F ext

µ⌫

)2, only involving the non-dynamical external field,

with an arbitrary coe�cient (or inverse “charge”) e�2. This induces contributions to hT
µ⌫

i
which are proportional to the stress-energy of the classical background electromagnetic field —

which, for our solutions, is just that of a constant magnetic field (2.11). Equivalently, from a

gravitational perspective (as explained in [[Skenderis]]), to perform the required holographic

renormalization one must add a logarithmic counterterm, which comes with an inevitable

finite ambiguity. We adopt a specific value,

c
0

⌘ �1

4

, (2.12) {eq:c0}

which makes the subsequent explicit expression (2.23a) for energy density as simple as possi-

ble.

2.2 Symmetry specialization

As noted earlier, we are interesting in studying solutions of Einstein-Maxwell theory which are

spatially homogeneous. This implies that all metric functions depend only on x0 and r. The

arbitrary function � in the residual radial shift di↵eomorphism (2.6) will depend only on x0.

Henceforth, for convenience, we will use v as a synonym for x0; v is a null time coordinate.

(In other words, v = const. surfaces are null slices of the geometry.) At the boundary, v

coincides with the time t of the dual field theory.

We also impose invariance under O(2) rotations in the x1-x2 plane. This implies that only

the g
00

, g
03

, g
33

, and g
11

= g
22

components of g
↵�

are non-zero. Our Einstein-Maxwell theory

(without a Chern-Simons term) is also invariant under spatial parity, or x3 ! �x3 reflections,

and for simplicity we will also impose parity invariance. This requires the vanishing of g
03

.

For the bulk gauge field, the choice of radial gauge, A
r

= 0, plus our imposed symmetries

imply that

A
↵

(x, r) = Aext

↵

(x)� �(v, r) �0
↵

. (2.13) {eq:bulk A}
The corresponding bulk field strength, which is what appears in the field equations, can

have a constant (x and r independent) magnetic field plus a radial electric field,

F
12

(x, r) = B , F
0r

(x, r) = @
r

�(v, r) ⌘ �E(v, r) , (2.14) {eq:field strength}
4In Fe↵erman-Graham (FG) coordinates, for which ds2 ⌘ (L2/⇢2)

⇥
eg↵�(x̃, ⇢) dx̃

↵ dx̃� + d⇢2
⇤
, one has

eg↵�(x̃, ⇢) ⇠ ⌘↵� +
⇥
eg(4)↵� (x̃) +

eh(4)
↵� ln L

⇢

⇤
⇢4 + O(⇢6 ln ⇢) as ⇢ ! 0. Eq. (2.10) relates the subleading asymp-

totic metric coe�cients in FG and our infalling EF coordinates.
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where r is the bulk radial coordinate and x ⌘ {x↵,↵ = 0, · · ·, 3} denotes the four remaining

spacetime coordinates. The spacetime boundary lies at r = 1; the {x↵} may be regarded as

coordinates on the spacetime boundary where the dual field theory “lives”. Curves of varying

r, with x held fixed, are radially infalling null geodesics, a�nely parametrized by r. The

one-form ew ⌘ w
↵

dx↵ (which is assumed to be timelike) depends only on x, not on r. These

infalling coordinates remain regular across future null horizons.

The form of the ansatz (2.4) remains invariant under r-independent di↵eomorphisms,

x↵ ! x̄↵ ⌘ f↵(x) , (2.5) {xdiffeo}

as well as radial shifts (with arbitrary x dependence),

r ! r̄ ⌘ r + �(x) . (2.6) {rdiffeo}

We use the di↵eomorphism freedom (2.5) to transform the timelike one-form ew to the standard

form �dx0 (or w
↵

= ��0
↵

). Our procedure for dealing with the radial shift invariance (2.6)

will be discussed below.

We are interested in geometries which, at large r, asymptotically approach (the Poincaré

patch of) AdS
5

. This will be the case if lim
r!1 g

↵�

(x, r) = ⌘
↵�

with ⌘
↵�

⌘ diag(�1, 1, 1, 1)

the usual Minkowski metric tensor. Demanding that the metric and bulk gauge field satisfy

the Einstein-Maxwell equations, one may derive the near-boundary asymptotic expansion of

the fields. Using radial gauge, A
r

= 0, for the bulk gauge field, and a suitable choice of

the radial shift (2.6) (which eliminates O(1/r) terms in g
↵�

), one finds that for solutions of

interest, the metric and bulk gauge field have asymptotic expansions of the form {eq:gAasymp}
g
↵�

(x, r) ⇠ ⌘
↵�

+
h
g
(4)

↵�

(x) + h
(4)

↵�

(x) ln r

L

i
(L2/r)4 +O

⇥
(L2/r)5

⇤
, (2.7a)

A
↵

(x, r) ⇠ Aext

↵

(x) +A(2)

↵

(x) (L2/r)2 +O
⇥
(L2/r)3

⇤
. (2.7b)

The logarithmic term in the metric is only present when the external magnetic field is

non-zero (as this induces a scale anomaly). For our constant magnetic field in the x3 direction

kh(4)
↵�

k = 1

3

B2 diag(+2, +1, +1, �2) . (2.8) {eq:h_ab}

The sub-leading asymptotic coe�cients g
(4)

↵�

(x) and A
(2)

↵

cannot be determined from a near-

boundary analysis of the field equations. These coe�cients depend on the form of the solution

throughout the bulk, and they encode the expectation values of the stress-energy tensor and

U(1) current density [3, 4]. The resulting holographic relations are

hT
µ⌫

i = 
h
eg(4)
µ⌫

� ⌘
µ⌫

tr (eg(4)) + c
0

eh(4)
µ⌫

i
, (2.9a) {eq:<T>}

hj
⌫

i = 2A(2)

⌫

, (2.9b) {eq:<j>}

where  ⌘ L3/(4⇡G
N

) = N2

c

/(2⇡2) and {eq:<Tj>}

eg(4)
µ⌫

⌘ g(4)
µ⌫

+ 1

4

⌘
µ⌫

⇣
g
(4)

00

+ 1

4

h
(4)

00

⌘
, eh(4)

µ⌫

⌘ h(4)
µ⌫

+ 1

4

⌘
µ⌫

h
(4)

00

. (2.10) {eq:EFtoFG}
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(static contribution omitted)
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homogeneous isotropization: 
lessons

• relaxation time scale = gravitational infall time

• remarkably little sensitivity to plasma constituents

• remarkably little sensitivity to added magnetic field

• dynamics, as probed by boundary observables, is 
nearly linear even very, very far from equilibrium!
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remarks (I)

• using gauge/gravity duality to study strongly coupled 
far-from-equilibrium dynamics works for interesting 
variety of problems

• characteristic formulation, adapted to gravitational infall ➡	 
remarkably simple equations allowing efficient integration

• can achieve stable evolution

• desktop resources suffice for 1+1D, 2+1D, and even 3+1D 
problems

31

• no need to be professional numerical relativist!



remarks (II)

32

• work to date has only scratched the surface; 
many interesting generalizations await:

• collisions:

• asymmetric planar shocks

• “nuclei” with finite transverse extent

• turbulence in three spatial dimensions:

• normal fluids

• superfluids

• dynamics in non-conformal theories with more 
complicated dual gravitational descriptions


